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Natural Scenes Dataset
● Large-scale fMRI dataset including fMRI scans, physiological & eye tracking data, 

anatomical & functional neuroimaging measures resting-state data, ROIs, diffusion data,, 
and behavioral measures

● 8 adult subjects viewed 9,000 - 10,000 color natural scenes over the course of 30-40 scan 
sessions

● Responses to a total of 70,566 distinct natural scene images
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● From the NSD Dataset, we built a joint embedding model by encoding the fMRI vectors to CLIP 
Space, which is a feature space where similar concepts are mapped to the same general regions, 
and different concepts are mapped far apart.

● From this shared feature space, we used LAFITE, which includes a  generative adversarial 
network, which reconstructs an image based on the encoded feature space.

● From the shared feature space, we map images  back to fMRI vector space to gain a better 
understanding of which voxels are responsible for certain features in images. 

● We find that we can generate images with high accuracy for general features, but lose 
precision in the finer details.

● We typically find that our generated images maintain the same subject feature as the 
ground truth images.

Figure 4.  Sample ground truths (left) and outputs (right)
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● Current text-to-image generation methods can be extended to the Deep Image 
Reconstruction task

● In the future, we would like to add a term to the loss function which explicitly uses the output 
from some Generator

● We would also like to use ideas from current state of the art text-to-image models such as 
Imagen or Dalle

Figure 3. Model Architecture (only the blue portion in trainable)

Figure 2. Datasets used for the Deep Image Reconstruction task. Note 
that ours (NSD) is much larger and has not yet been used for DIR.

Figure 1. Example of fMRI scan 
and visual stimulus.

● Goal: Gain insight into how different 
visual stimuli produce activity into 
different regions of the brain

● Task: Create a model in which fMRI 
activity can be reconstructed into the 
original visual stimulus image

● Functional Magnetic Resonance Imaging 
(fMRI): measures brain activity 
associated with blood flow


